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ABSTRACT 

 

Measures of entropy and divergence play a significant role towards application areas and also for the 

manipulation of new results. One such a manipulation has been made resulting in the development of a 

measure usually known as R-divergence.  The present manuscript deals with the introduction of R-

divergence and the study of its essential properties so as to prove its validity. 
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INTRODUCTION  

 

        It is well known in the literature of information theory that uncertainty associated with probability of 

outcomes is called entropy and it was Shannon [11] who for the first time introduced the concept of 

information theoretic entropy by associating uncertainty with every probability distribution 

 npppP ....,,, 21  and found that the only function that can measure uncertainty, is given by  

)(PH = 
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                                                                                          (1.1) 

The probabilistic measure of entropy (1.1) possesses a number of interesting properties. Immediately after 

Shannon gave his measure, research workers in many fields saw the potential of the application of this 

expression. Psychologists used this for measuring (i) subjects response to stimuli (ii) information in 

absolute judgments (iii) information in visual perception (iv) uncertainty associated with conflicts (v) 

uncertainty associated with learning (vi) information in dot and matrix patterns (vii) information in auditory 

displays and so on.  After Shannon’s [11] measure of entropy, a large number of other measures of 

information theoretic entropies have been derived. Renyi [10] defined entropy of order  as 
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which includes Shannon’s [11] entropy as a limiting case as   1. 

Havrada and Charvat [6] introduced first non-additive entropy, given by:  
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Behara and Chawla [1] defined the non-additive -entropy, given by 
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Let  1 2, ,......, nP p p p and  1 2, ,......, nQ q q q  be any two discrete probability 

distributions. A measure D (P: Q) of divergence or cross entropy or directed divergence is defined as the 

discrepancy of the probability distribution P from another probability distribution Q. In some sense, it 

measures the distance of P from Q and the most important and useful measure of directed divergence is due 

to Kullback and Leibler [9] and is given by 

1
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                        (1.5) 

A general measure of divergence of a discrete probability distribution P from another probability 

distribution Q has been developed by Csiszer’s [4] and is given by 
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where  () is a twice differentiable convex function for which (1) 0   

      It is to be observed that Kullback-Leibler’s [9] divergence is a fundamental information measure, 

special cases of which are mutual information and entropy but the problem of divergence estimation of 

sources whose distributions are unknown has received relatively little attention.  

Some parametric measures of directed divergence are: 
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which is Renyi’s [10] probabilistic measure of directed divergence. 
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which is Havrada and Charvat’s [6] probabilistic measure of  divergence. 
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which is Ferreri’s [5] probabilistic measure of  divergence. 

Kapur [7] introduced the following measures of directed divergence: 
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In the next section, we have developed a new measure of divergence usually known as R-divergence and 

studied its important properties. 

 

2. INFORMATION RADIUS BASED ON BURG’S [3] MEASURE OF ENTROPY   

 

         It is well-known in the literature of information theory that Shannon’s [11] measure of entropy 

satisfies the following inequalities: 

   H P H P Q                                               (2.1) 

and 
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where  H P is Shannon’s [11] entropy and  H P Q  is a measure of inaccuracy due to Kerridge’s [8].  

The inequality (2.1) is known as Shannon-Gibbs inequality and the inequality (2.2) arises due to concavity 

property of Shannon entropy.  

The difference in two inequalities (2.1) and (2.2) given by 

     ;D P Q H P Q H P   
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is known as Kullback and Leibler’s [9] directed divergence. 

And the difference 
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is known as information radius or Jensen difference divergence measure introduced by Burbea and Rao [2]. 

By simple calculations, we can write 
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The expression (2.5) is known as R-divergence. 

Now, we introduce Burg’s [3] entropy instead of Shannon’s [11] entropy in (2.4) to obtain a new measure 

of divergence. 

By Burg’s [3] entropy, we have 
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Thus, equation (2.4) becomes 

 
   

;
2 2

B P B QP Q
R P Q B

  
   

   
 

   
1 1 1

1 1
log log log

2 2 2

n n n
i i

i i

i i i

p q
p q

  

 
   

 
    

   
1 1

1
log log

2 2 2

n n
i i i i

i ii i

p q p q

p q 

      
     

     
   

   
1

; ;
2 2 2

P Q P Q
D P D Q
      

     
    

                    (2.7) 

where     
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is directed divergence between P and Q corresponding to Burg’s [3] measure of entropy with following 

properties: 

(1)  ; 0D P Q   

(2)  ; 0D P Q iff P Q   

(3)  ;D P Q  is a convex function of 1 2, ,..., np p p  and 1 2, ,..., nq q q  

Under these three properties (2.8) is a valid measure of directed divergence. 

Next, we discuss properties and generalizations of  ;R P Q : 

Properties: 
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It is obvious that  

(1)       ;R P Q 0  

(2)  ;R P Q = 0 
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(3)  ;R P Q being sum of directed divergences is a convex function of 1 2, ,..., np p p  and 

1 2, ,..., nq q q .  
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Thus, we see that  ;R P Q defined above satisfies all the essential properties of a measure of directed 

divergence. Hence, it is a valid measure of R-divergence. 

     Next, we generalize the R-divergence  ;R P Q by introducing non-negative  such that 0    1 as 

follows: 

         ; 1 1R P Q B P Q B P B Q                                  (2.9) 

        
1 1 1

log 1 log 1 log
n n n

i i i i

i i i

p q p q   
  

         

          ; 1 1 ; 1D P P Q D Q P Q                                       (2.10) 

Now, we study properties of  ;R P Q : 

(1)  ;R P Q 0  being sum of directed divergence with +ve constants 

(2)  0 ;R P Q =  1 ;R P Q  = 0 

(3)  1
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This indicates that about  = ½,  ;R P Q  and  1 ;R Q P  are symmetrical as shown in Fig.-2.1. 
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                                                                        Fig.-2.1 

Again, we have the following expression: 
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So  ;R P Q  is concave function of . 

We can further generalize  ;R P Q  as follows: 
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is another generalization of information radius given by  ;R P Q .  1 2, ,....., mR P P P  is called 

information radius and 
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